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Abstract

Visual and linguistic pre-training aims to learn vision and language representations together, which can be transferred to visual-linguistic downstream tasks. However, there exists semantic confusion between language and vision during the pre-training stage. Moreover, current pre-trained models tend to take lots of computation resources for fine-tuning when transferred to downstream tasks. In this work, we present a simple but effective approach for Adaptive Fine-tuning of Vision and Language pre-trained models, namely AFVL. Specifically, we introduce a pair-wise contrastive loss to learn alignments between the whole sentence and each image in the same batch during the pre-training process. At the fine-tuning stage, we introduce two lightweight adaptation networks to reduce model parameters and increase training speed for saving computation resources. We evaluate our AFVL on four main downstream tasks, including Visual Question Answering (VQA), Visual Commonsense Reasoning (VCR), Natural Language for Visual Reasoning (NLVR), and Region-to-Phrase Grounding (RPG). Compared to previous methods, our AFVL achieves comparable or better results while saving training time and GPU memory by a large margin for fine-tuning. Extensive experiments and ablation studies demonstrate the efficiency of contrastive pre-training and adaptive fine-tuning proposed in our AFVL.

1 Introduction

Visual and language representations pre-training [17, 19, 29] has been an active research area in the multi-modal community, as it allows for the usage of pre-trained models that achieve state-of-the-art comparable results for a variety of tasks without spending significant compute time for modeling language and visual distributions by leveraging features created by available pre-trained models. With a better pre-training model, it can be used in a variety of areas in visual and language fields such as Visual Question Answering (VQA) and Visual Commonsense Reasoning (VCR). In various architectures designed for different visual-linguistic tasks, a key point is to aggregate the multi-modal information in both visual and linguistic domains. However, there exists semantic confusion between vision and language at the pre-training stage, that is, misalignment between object/entities or image/text. Moreover, when transferred to downstream tasks, pre-trained models tend to take much training time and resources for fine-tuning.

In this work, we propose a simple but effective framework based on BERT for adaptive fine-tuning of vision and language pre-trained models, called AFVL. Specifically, to eliminate the misalignment between language and vision during pre-training, we apply a pair-wise contrastive loss to learn alignments between the whole sentence and each image, where we maximize the cosine similarity of visual and linguistic embeddings from correct pairs while minimizing the cosine similarity of
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embeddings of false pairs. To further eliminate the need for much training time at the fine-tuning stage, we introduce two lightweight adaptation networks to learn adaptive representations in our AFVL. One adapter is to use a shortcut block to obtain task-specific features and merge generalized features from the pre-trained model with the output block for final predictions; the other adapter is to apply a bottleneck structure after attention and feed-forward modules in each layer in BERT. Our AFVL not only reduces the training parameters greatly but also maintain the performance at a comparable level.

We conduct extensive experiments on four main downstream tasks: VQA, VCR, Natural Language for Visual Reasoning, and Region-to-Phrase Grounding. Compared to previous state-of-the-art models, our AFVL achieves comparable or even better performance when transferred to visual-linguistic downstream tasks. Contrastive pre-training assists our AFVL in better understanding the relationship between image and text which improves results on downstream tasks. Ablation studies on adaptive fine-tuning also demonstrate the effectiveness and efficiency of the proposed adaptive fine-tuning in saving computation resources.

Our main contributions in this work can be summarized as follows:

- We propose a simple but effective approach for learning alignments between visual and linguistic representations during pre-training, namely AFVL.
- We present two lightweight adaptation networks in our AFVL to further ease the need for large computation resources at the fine-tuning stage.
- Our AFVL achieves comparable or better results when transferred to four main visual-linguistic downstream tasks.
- Extensive ablation studies demonstrate the efficiency of adaptive fine-tuning in reducing training parameters while achieving comparable performance.

2 Related Work

Visual representations pre-training. In recent years, visual representations pre-training has been applied to many downstream tasks, such as image classification, object detection, and segmentation. Typically, contrastive self-supervised learning [3, 4, 5, 13] is one of the popular methods to learn meaningful visual representations. Most previous methods learn visual representations from text paired with images in unsupervised, self-supervised, weakly supervised, and supervised. Since language and vision can share a similar semantic meaning, CLIP [22] is a commonly-used neural network trained on a variety of (image, text) pairs for learning transferable visual representations from natural language supervision. With the instruction of natural language and task-agnostic optimization, CLIP can predict the most relevant text snippet given an image, which is similar to the zero-shot capabilities of GPT-2 [24] and GPT-3 [2]. Huo et al. [11] apply a cross-modal contrastive learning framework called BriVL for image-text pre-training. Unlike CLIP that adopts a simple contrastive learning method, they make use of MoCo [8] for the cross-modal scenario by building a large queue-based dictionary to introduce negative samples in a batch for the pre-training. In this work, misalignments between visual and linguistic embeddings are mitigated by a pair-wise contrastive loss at the pre-training stage for the multi-modal scenario.

Linguistic representations pre-training. In the language modeling literature, there are two main frameworks for linguistic representations pre-training, including BERT [7] and GPT [23]. BERT [7] is a transformers-based [32] pre-trained model, which advanced state-of-the-art results for a lot of natural language processing tasks with self-attention module. GPT [23] is another language modeling architecture that is based on transformers [32]. Input for GPT models is represented on a byte level with an exception of spaces which allows handling variable vocabularies and deal with unknown during training time tokens. In this work, we introduce a simple but effective framework based on BERT and evaluate our network on four main visual-linguistic downstream tasks.

Fusion of visual and linguistic representations pre-training. There is a bunch of work [21, 28, 33, 5, 30, 31, 17, 19, 29, 9, 16] focusing on the fusion of visual and linguistic representations pre-training. Typically, UNITER [6] aims at learning to join image-text embeddings by using transformer on multi-model inputs with Masked Language Modeling (MLM), Masked Region Modeling, Image-Text Matching, and Word-Region Alignment as pre-training tasks. LXMERT [31] is a transformer based model with encoders: an object relationship encoder, a language encoder, and a cross-modality
encoder. VisualBERT [17] is a simple and flexible framework used for vision-and-language tasks, where they use the self-attention module in BERT structure to combine the image embedding in vision and text embedding in language. ViLBERT [19] extends the traditional BERT by using two parallel BERT-type models that operate over text segments and image regions. VL-BERT [29] is another BERT-based model that takes regions of interest from images and sub-word information, where they pre-trains the model by predicting masked words with image clues and predicting masked regions with text clues. To address the noisy label and domain bias problems, CVLP [27] introduces a contrastive loss in the visual branch to discriminate between positive examples and negative ones. More recently, DocFormer [1] is proposed to enforce the multi-modal interaction between visual, text and spatial features for Visual Document Understanding. However, in this paper, we adopt the pair-wise contrastive loss in both visual and linguistic branches to eliminate the misalignment between the whole sentence and each image during pre-training.

**Adaptation networks in transformers.** Adaptation is an important way when fine-tuning the BERT model, which allows us to achieve a promising result by updating much fewer parameters with less time and computation resources. This motivates researchers to use efficient adaptation methods in transformer-based models. MAD-X [20] adapts a multilingual model to arbitrary tasks and languages, where authors propose an invertible adapter and show good performance on different languages and tasks. Houlsby et al. [10] propose an intermediate layer inside transformer layers and train the intermediate layer with all other parameters frozen. In this paper, we propose two lightweight adapters to achieve comparable performance on domain-specific tasks with significantly reduced computational resources.

### 3 Method

In this part, we propose a simple but effective approach for learning contrastive and adaptive representations of vision and language, namely AFVL, which consists of contrastive pre-training and adaptive fine-tuning. Specifically, contrastive pre-training is applied to mitigate the semantic confusion between visual and linguistic representations at the pre-training stage. When transferred to downstream tasks during the fine-tuning process, adaptive fine-tuning eliminates the need for much training time and large GPU memories.

#### 3.1 Contrastive pre-training

For contrastive pre-training, we adopt a self-attention mechanism within the BERT-based transformer to explicitly align elements of the input text and regions in the input image in a contrastive manner. Our AFVL consists of three main components: linguistic pre-training, visual pre-training, and contrastive fusion of visual-linguistic pre-training.

**Linguistic pre-training.** For language embeddings in the pre-training, we input three types of embeddings: 1) a token embedding \( e_t \) for each subword in a sentence; 2) a segment embedding \( e_s \) indicating which part of the text the token is from; 3) a position embedding \( e_p \) for the position of the token in the sentence. Then we sum up all three embeddings in a contextual representation \( e_n, n \in \{1, 2, ..., N\} \), where \( N \) denotes the number of subwords in the sentence. After being fed into a BERT-based transformer, those contextual embeddings become \( e'_i \). We adopt two similar objectives as BERT, including masked language modeling (MLM) and next sentence prediction (NSP). For the former objective, we randomly mask some parts of the input tokens with a special token (i.e., [MASK]), and the model is trained to predict the masked token. As for NSP, we train the model using the embedding [CLS] to classify whether a pair of given sentences are consecutive in a context.

**Visual pre-training.** For vision features in the pre-training, we extract image ROIs from an objection detection framework (i.e., Faster R-CNN) as the input \( f_k, k \in \{1, 2, ..., K\} \), where \( K \) is the number of image ROIs. The input \( f_k \) is also composed of three types of visual embeddings: 1) an image feature embedding \( f'_i \) for each image ROI; 2) a segment embedding \( f'_s \) indicating which token embedding the image embedding is opposed to; 3) a position embedding \( f'_p \) for alignments between tokens and each image ROI. Following Visual-BERT in task-agnostic pre-training, we apply two captions for a text segment in the COCO dataset, where there are multiple captions corresponding to one image. Particularly, we use one of the captions as ground truth to describe the image, while we also apply a 50% probability to choose a caption from those two captions. Our model is trained to distinguish whether the caption is the ground truth or randomly drawn from two captions.
**Visual-linguistic pre-training.** To mitigate the semantic confusion between language and vision, we design a pair-wise contrastive learning mechanism on visual and linguistic representations from the multi-layer transformer. Specifically, we calculate the cosine similarity between each pair of linguistic embeddings $E'_b$ and visual embeddings $F'_b$ in a batch of size $B$, where $b \in \{1, 2, ..., B\}$. Then, those similarities are jointly learned for alignments between the whole sentence and each image in the same batch, where we maximize the cosine similarity of the visual and linguistic embeddings of the $B$ correct pairs in the batch while minimizing the cosine similarity of the embeddings of the $B^2 - B$ false pairings. We apply a pair-wise contrastive loss over these similarities scores for optimization. Specifically, we define the Pair-wise Contrastive Loss (PwCL) between linguistic embeddings $E'_i$ and visual embeddings $F'_j$ as:

$$L_{PwCL} = -\log \frac{\sum_{i=1}^{B} (E'_i \cdot F'_i)}{\sum_{i=1}^{B} \sum_{j=1}^{B} 1_{i \neq j} (E'_i \cdot F'_j)}$$

where $1_{i \neq j}$ is an indicator function to check if linguistic embeddings $E'_i$ and visual embeddings $F'_j$ are aligned or not. In this way, we maximize the cosine similarity of visual and linguistic embeddings from correct pairs while minimizing the cosine similarity of embeddings of false pairs. Intuitively, alignments between the whole sentence and each image are learned in our AFVL to mitigate the semantic confusion existing in the pre-training process.

Note that this kind of contrastive pre-training methodology is different from a recent powerful framework, CLIP [22]. Concretely, we build a image-text alignment pre-training framework for the multi-modal scenario. First, this idea in CLIP is used to train a model that performs better in image classification with natural language supervision while in this paper we focus on solving multi-modal problems in visual and linguistic area. Second, they train an image encoder and a text encoder to generate vision and language embeddings. However, we combine two encoders into one BERT model and show that pair-wise contrastive learning enables model to learn better representations of image and text.

![Figure 1: Adapters for adaptive fine-tuning in AFVL. Adapter I (Left): This adaptation method freezes the pre-trained model and trains a shortcut block and output block during fine-tuning. Adapter II (Right): This adaptation method follows [10] which adds an adapter right before each LayerNorm layer in the BERT. During the fine-tuning, it freezes feed-forward layers and attention modules while updating parameters in the adapter and LayerNorm layer. Blue blocks denote the frozen part and parameters in red blocks are updated during the fine-tuning phrase.](image)

### 3.2 Adaptive fine-tuning

In this section, we design one adaptation methods and compared that with other efficient methods to fine tune on down-streaming tasks. One idea is that the frozen part in the model provides basic information for the generalized problem while the updated part generates a task-specific feature. Inspired by this idea, we proposed a method that used a shortcut block aside from the pre-trained model and merges the output from the pre-trained model and shortcut block with an additional output block. The pre-trained model obtains generalized features between image and text, and the shortcut...
block acts as the selection neuron to capture the feature in each specific task. Then we apply an output block to combine generalized feature and task-specific feature together to get the final result. There are fewer layers in shortcut and output block than those in pre-trained model so the training time is reduced. We denote this type of adapter as Adapter I.

Motivated by Neil et al. [10], we propose another adaptation method denoted as Adapter II by adding a bottleneck structure within each BERT layer. Specifically, an adapter is added at the end of the attention module and another one at the end of the feed-forward layer. The adapter output and input of both the attention module and feed-forward layer are added together to pass through the LayerNorm module. During the fine-tuning process, we freeze the attention module and feed-forward layer. So, the adapter acts as a projection module which reflects the generalized feature to task-specific features. The adapter with fewer parameters is designed as a bottleneck structure, which contains one linear layer, a GELU function, and another linear layer.

We show the network details about two types of adapters for adaptive fine-tuning in Figure 1. We also conduct a comprehensive ablation study on the adapters in Section 4.3.

4 Experiments

4.1 Pre-training & Implementation Details

Following previous work [17, 19, 29], we apply the same setting for a fair comparison with those baselines. Specifically, we pre-train our AFVL on MS COCO [18] and Visual Genome [25]. For visual tokens, we apply the pre-trained Faster R-CNN [26] to extract the image ROIs (at most 100 ROIs with detection scores higher than 0.5 for each image). We apply Adam [15] for optimization and use a total batch size of 512 for 10 epochs. We use the warm-up step number of 15% of the total training steps. The pre-training and fine-tuning costs are 88 and 10 hours on 4 Tesla V100-32G GPUs respectively.

4.2 Downstream Tasks

We evaluate our AFVL pre-trained models on four downstream tasks: (1) Visual Question Answering (VQA), (2) Visual Commonsense Reasoning (VCR), (3) Natural Language for Visual Reasoning (NLVR2), and (4) Region-to-Phrase Grounding (Flickr30K). Unless otherwise specified, we adopt Adapter I as the adaptive fine-tuning method.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dev</th>
<th>Test-P</th>
<th>Test-U</th>
<th>Test-U (Cons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LXMERT [31]</td>
<td></td>
<td>74.45</td>
<td>76.20</td>
<td>42.10</td>
</tr>
<tr>
<td>VisualBERT</td>
<td>67.40</td>
<td>67.00</td>
<td>67.30</td>
<td>26.90</td>
</tr>
<tr>
<td>UNITER [6]</td>
<td>76.93</td>
<td>75.58</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CVLP [27]</td>
<td>-</td>
<td>76.20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AFVL (ours)</td>
<td><strong>79.16</strong></td>
<td><strong>78.31</strong></td>
<td><strong>79.87</strong></td>
<td><strong>46.23</strong></td>
</tr>
</tbody>
</table>

Natural Language for Visual Reasoning (NLVR). Following previous work [17], we evaluate our AFVL pre-trained models on the NLVR2 dataset for joint reasoning about natural language and images. In this task, we focus on predicting whether a natural language caption match with a pair of images. We report the comparison results with state-of-the-art methods in Table 1. As can be seen, our AFVL achieves the new state-of-the-art performance in terms of all experimental settings compared to previous methods. This demonstrates the effectiveness of the pair-wise contrastive loss incorporated in both visual and linguistic branches to mitigate the existing semantic confusion between vision and language at the pre-training stage. The results also shows the advantage of our AFVL in joint reasoning about language and vision.

Region-to-Phrase Grounding (RPG). In order to test the performance of our AFVL on RPG, we fine-tune our AFVL pre-trained models on the Flickr30K Entities dataset consisting of 30k images and 250k annotations. Following BAN [14] and VisualBERT [17], we utilize image features from a pre-trained Faster R-CNN. For fine-tuning on Flickr30K Entities dataset, a self-attention block is applied to generate the average attention weights to predict the alignment between bounding boxes and phrases. Therefore, the box with the most attention from the phrase is the model prediction for a phrase to be grounded.
In this task, we need to choose the right bounding regions in an image that spans from a sentence belong to. Table 2 reports the comparison results with existing methods. We can observe that our AFVL outperforms previous multi-modal methods by a large margin under the same pre-trained setting, which demonstrates the effectiveness of our AFVL in visual-linguistic grounding tasks.

Table 2: Comparison results on the Flickr30K Entities dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev</td>
<td>Test</td>
<td></td>
<td>Dev</td>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>BAN [14]</td>
<td>-</td>
<td>69.70</td>
<td>-</td>
<td>84.20</td>
<td>-</td>
<td>86.40</td>
</tr>
<tr>
<td>VisualBERT [17]</td>
<td>70.40</td>
<td>71.33</td>
<td>84.49</td>
<td>84.98</td>
<td>86.31</td>
<td>86.51</td>
</tr>
<tr>
<td>MDETR [12]</td>
<td>78.90</td>
<td>-</td>
<td>88.80</td>
<td>-</td>
<td>90.80</td>
<td>-</td>
</tr>
<tr>
<td>AFVL (ours)</td>
<td>80.35</td>
<td>81.76</td>
<td>90.63</td>
<td>91.12</td>
<td>93.16</td>
<td>94.21</td>
</tr>
</tbody>
</table>

4.3 Ablation Study

In this section, we perform extensive ablation studies on the effect of adapters on the final performance of our AFVL, and the efficiency of the proposed adapters (Adapter I and II). Unless specified, we conduct all ablation studies on the VQA 2.0 dataset and report the mean and standard deviation of all results with 5 random seeds.

Effect of adapters. As shown in Table 3, we compare the performance of various models in terms of training parameters, fine-tuning costs, and accuracy on test-dev, test-std sets. We observe that all AFVL based models achieve better results than the baselines. This further demonstrates the effectiveness of contrastive visual and linguistic pre-training in eliminating the semantic confusion during the pre-training process. The proposed AFVL jointly learns alignments between the whole sentence and each image in the same batch to improve the pre-trained model’s generalizability. In the meanwhile, our AFVL with both adapters with fewer training parameters achieves comparable performance to baselines with large fine-tuning parameters, which validates the efficiency of our proposed adapters in the AFVL on fine-tuning fewer parameters to save computation resources.

We also compare our AFVL with two types of adapters with current multi-modal methods [17, 29] in terms of the average fine-tuning cost to evaluate how much time our AFVL could save during the fine-tuning phase. Typically, both AFVL variants (Adapter I /II) achieves better results than previous work on both test-dev and test-std settings, which reducing remarkable parameters and costs for fine-tuning. While Adapter I performs slightly better than Adapter II, Adapter II reduces the fine-tuning parameters and costs by a large margin, i.e., 59.40% and 76.17%. This implies the efficiency of our AFVL in the fine-tuning stage to learn effective representations for visual-linguistic downstream tasks.

Table 3: Ablation study on variants of adapters proposed in our AFVL.

<table>
<thead>
<tr>
<th>Model</th>
<th>Fine-tune Params (M)</th>
<th>test-dev ↑</th>
<th>test-std ↑</th>
<th>Fine-tune Cost (h) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>VisualBERT [17]</td>
<td>113.90</td>
<td>70.08</td>
<td>71.00</td>
<td>24.5</td>
</tr>
<tr>
<td>VL-BERTbase [29]</td>
<td>115.04</td>
<td>71.16</td>
<td>-</td>
<td>25.6</td>
</tr>
<tr>
<td>VL-BERTlarge [29]</td>
<td>342.55</td>
<td>71.79</td>
<td>72.22</td>
<td>70.2</td>
</tr>
<tr>
<td>AFVL (Adapter I)</td>
<td>98.40</td>
<td>72.83±0.05</td>
<td>75.05±0.06</td>
<td>10.0</td>
</tr>
<tr>
<td>AFVL (Adapter II)</td>
<td><strong>46.70</strong></td>
<td>72.67±0.08</td>
<td>72.86±0.11</td>
<td><strong>6.1</strong></td>
</tr>
</tbody>
</table>

5 Conclusion

In this work, we propose a simple but effective framework for learning contrastive and adaptive representations of vision and language, called AFVL, which involves contrastive pre-training and adaptive fine-tuning. The pair-wise contrastive loss is applied to mitigate the semantic confusion between language and vision during pre-training. To further eliminate the need for much computation time at the fine-tuning stage, we successfully introduce two lightweight adapters in our AFVL. Our AFVL achieves competitive performance on four main downstream tasks, including Visual Question Answering, Visual Commonsense Reasoning, Natural Language for Visual Reasoning, and Region-to-Phrase Grounding. We also conduct extensive experiments and ablation studies to demonstrate the efficiency of contrastive pre-training and adaptive fine-tuning proposed in our AFVL.
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